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WEKA: The Tool

* Open source & free

* Graphical interface
* no code ;)

* Developed and maintained by
the University of Waikato, NZ



Weka: Main Interface

* Check if you have Java (JRE)
installed in your machine

* In a terminal:
* command java --version

* Launch Weka
* Go to “Explorer”

Weka GUI Chooser

Hamilton, New Zealand

Applications

Experimenter

Simple CLI




Weka: Explorer Interface

* Preprocess: select and process
attributes (filters, deletion, etc)

* Classify: train and test models for
classification and regression

* Cluster: perform cluster analysis
e Associate: learn association rules

e Select attributes: methods to select the
most relevant attributes

* Visualize: tools to visualize the data (2D)

Filter
Choose  None

Attributes

SSSSSS

Open URL...

Open DB...



Hands on:
Training a classifier



Weka: Explorer Interface

e Supported file formats:

* CSV, ARFF (Attribute-Relation File
Format), etc.

e CSV: Comma-Separated Values
 Text file separated by, (comma)
* You can open it in a plain text editor
* Each line: one object (data instance)

SepalLength| SepalWidth| PetalLength| PetalWidth|Species (CLASS)
5.1 3.8 1.9 0.4 Iris-setosa

4.8 3.0 1.4 0.3 Iris-setosa

5.1 3.8 1.6 0.2 Iris-setosa

4.6 3.2 1.4 0.2 Iris-setosa

5.3 3.7 1.5 0.2 Iris-setosa

5.0 3.3 1.4 0.2 Iris-setosa

7.0 3.2 4.7 1.4 Iris-versicolor
6.4 3.2 4.5 1.5 Iris-versicolor
6.9 3.1 4.9 1.5 Iris-versicolor
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Weka: Preprocess

e Loaders: load data into Weka...

 ...from afile, a URL, a database (DB) or
e ...from a generator (synthetic data)

* Filters: manipulate the data

* e.g. convert the type of attributes
* numeric — categorical

e Attributes: list all attributes loaded
* You can remove attributes

e Selected attribute: shows statistics
about an attribute + histogram

Preproces Classify Cluster
Open fil Open URL...
Filter
Choose |Non
Current relation
Relation: iris
Instances: 150
Attributes
All MNon
Ma.
1 Sepallength
2| | SepalWidth
3| Petallength
4| | PetalWidth
5| |Species
Status
QK

Attributes: 5
Sum of weights: 150
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Selected attribute

Class: Species (Mom)

34
20
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25
16
10
7
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Missing: 0 (0%) Distin

- O X
Edit... Save..
Apply
Type: Mumeric
ct: 35 Unique: 9 (6%)
Value
43
7.9
5.843
0.828

w1 Visualize All




Weka: Preprocess

[‘@ weka Expiorer
1. Load the dataset
* Button “Open file...” mmm AR mm s
2. Check

* The distribution of each feature (attribute)
* Should an attribute (or more) be removed?
* Should you pre-process any attribute?

3. Thengoto
e “C| assify” tab e



Weka: Classity

Classifier: lists all installed algorithms that can
train a classifier

Test options: indicates how the classifier is
evaluated

 Is the training set used as test set as well?

* Should Weka split the dataset into training and test
sets? How?

Classifier output: details the obtained results

Result list: lists the latest results

O Weka Explorer

Preprocess Classify Cluster

Classifier
Choose |ZeroR
Test options
Use training set
Supplied test set
Cross-validation Folds 10
Percentage split
More options...

(Mem) Species

Start
Result list (right-click for options)

Status
oK

Associate Select attributes

Classifier output

Visua

lize

Log




Weka: learning a decision tree

1.

Experimental setup

» Classifier: select the algorithm J48: weka / classifiers / tree / J48

* Test options: Percentage-split = 66% (training)
e Be sure that “Species” is selected as attribute class

Launch the algorithm by clicking at “Start”

Once the training process is finished: Status bar = “OK”
* Look at the classifier output box!

Questions:
a) What do you see?
b) How well is the performance of this decision tree?
c) Whatelse?

Can you build a different decision tree/classifier?

Status
0K

DecisionStump
HoeffdingTree

J4gConsolidated
148graft
LMT

RandomForest

RandomTree
REPTree

Close




Visualizing a decision tree

£ Weka Explorer

Preprocess  Classify  Cluster

Classifier

Choose M8 -C025-M2Z

Test options.
Use training set
Supplied test set Set.
®) Cross-validation Folds | 10
Percentage split % |66

More options...

{Nom) Species “

Start

Result list (right-click for optiens)

Save result buffer

Load model

Save model

Visual

Associate

View in separate window

Delete result buffer(s)

model on curren

Re-apply this model's configuration

Visualize classifier errors

Select attributes  Visualize

Classifier output

Stratified cross-validation ===

Summary ===

Correctly Classified Instances 144
Incorrectly Classified Instances €
Kappa statistic 0.94
Mean absolute error 0.035
Root mean squared error 0.158
Relative absolute error 7.870
Root relative squared error 33.635
Total Number of Instances 150

racy By Class ===

View in main window

TP Rate FP Rate Precision
0,980 9,000 1,000

0,940 0,030 0,940
0,960 0,030 0,541
0,960 0,020 0,960

rig ===

lassified as
Iris-setosa
Iris-versicolor
Tris-virginica

Visualize margin curve

Visualize threshold curve >
Status Cost/Benefit analysis >
oK Visualize cost curve >

6
5
3 %

o

Recall
0,980
0,940
,960
0,960

Leg

F-Mea
0,950
0,940
0,850
0,860
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o Weka Classifier Tree Visualizer: 14:37:16 - trees. 48 (iris)

Tree View

Petalidth
<=5 //\\\‘ =06
/ ‘\\-\
Ifis-setosa (50.0 Petalitith
=17 /A\\‘\ =17
/
PetalLength
<=4 /A\\\\ =419
// \_\-\\
Iris-versicolor (48 001 .D)| Petalwidth
=15 //A\\'\ =15
/

irginica {3.0%

Iris-wirginica (46.0/1 .0)

Iris-versicolor {3.0/1.0)




Weka: Visualize the data

Q Weka Explorer
P

Preprocess

Plot Matrix

Species

Petalfidth

PetalLength

PlotSize: [100]
PointSize: [2]
Jitter:

Classify Cluster  Associate Select attributes  Visualize
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Colour: Species (Nom)

Class Colour

Status
oK

Fast scrolling (uses mare memaory)

Update
Select Attributes

~ SubSample %: 100

Iris-setosa Iris-wversicolor

Log

o

& Weka Explorer: Visualizing iris

X: SepalLength (Num)

Colour: Species (Mom)

~ || Yy PetalWidth (Mum)

| Select Instance

Reset Clear Open Save Jitter @
Plot: iris
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